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Challenging Urban Environments Using Magnetic
Field Matching/GNSS/INS Fusion
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Abstract— Lane-level positioning is a critical technology for
supporting assisted driving and autonomous driving applica-
tions. However, the Global Navigation Satellite System often falls
short in providing reliable positioning (GNSS) due to signal atten-
uation, obstructions, and multipath in urban areas. Fortunately,
typical challenging urban environments, such as tunnels and
viaducts, create rich magnetic field features due to abundant
ferromagnetic structures, offering an opportunity for magnetic
field matching methods to achieve high-precision positioning. This
paper presents a novel magnetic field matching/GNSS/Inertial
Navigation System (INS) fusion algorithm designed for con-
tinuous lane-level positioning in complex environments using
cost-effective sensors and computation-saving algorithm. Based
on the traditional GNSS/INS tight integration algorithm, this
research ensures the performance of the positioning system by
enhancing the magnetic field matching and fusion positioning
algorithms. First, a coarse-fine magnetic profile matching method
is proposed to address the accuracy degradation resulting from
the travel distance error of INS-derived trajectory. Second,
the magnetic field matching position updates are performed
in the vehicle frame, which enables more precise position error
modeling. The proposed solution is evaluated through five field
tests, covering over 200 kilometers of challenging urban roads.
The results demonstrate mean CDF95 position errors of 2.09 m,
1.09 m, and 0.87 m in the forward, lateral, and vertical directions,
respectively, and 94.67% accuracy on lane-determination.

Index Terms— Magnetic field matching, low-cost navigation
sensors, lane-level positioning, vehicular navigation.

I. INTRODUCTION
HE emergence of Intelligent Transportation System (ITS)
has become instrumental in addressing urban traffic con-
gestion and safety concerns. A precise lane-level positioning
system is crucial for various ITS applications, including
traffic monitoring, vehicle navigation, and fleet manage-
ment [1]. In complex road networks, navigation systems
require lane-level positioning information to assist drivers or
autonomous vehicles, especially in heavily congested traffic
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situations. In numerous autonomous driving or high-precision
vehicular positioning systems, various auxiliary sensors, such
as odometers, LiDAR, and cameras, are equipped to achieve
high position accuracy through data fusion [2], [3], [4], [5],
[6]. However, odometers suffer installation and connection
hassle, hindering their widespread adoption among the general
public. LiDAR, or camera-based solutions, are computation-
ally demanding and susceptible to environmental influences.
In contrast, roadside devices like beacons and Ultra-wideband
(UWB) technology [7], [8], [9] offer lane-level information
but necessitate additional infrastructure, making them less
cost-effective and maintenance-friendly for widespread use.
Consequently, there is a need for a lane-level positioning
system that ensures continuous and accurate positioning in
complex urban environments while remaining cost-effective,
computation-saving and user-friendly.

In open-sky environments, GNSS technologies, such as
Differential GNSS (DGNSS) [5], [10], Real-time Kinematic
(RTK), and Precise Point Positioning (PPP) [11], [12], are
frequently used alongside lane-level maps to determine the
lane. However, in challenging urban environments with dense
buildings, tunnels, and underpasses, GNSS technologies expe-
rience diminished accuracy or may even become entirely
unusable due to multipath and signal obstructions [13]. Hence,
the integration of GNSS with other navigation technologies,
such as INS, becomes necessary. INS can independently
provide accurate relative position, velocity, and attitude infor-
mation in a short time frame [14]. However, for low-cost
Micro-electromechanical Systems (MEMS) Inertial Measure-
ment Units (IMUs), such as those integrated into mobile
phones, the INS’s position drift quickly reaches several meters
within seconds due to biases and high noise. In vehicle
navigation, the use of Non-holonomic Constraints (NHC) can
significantly enhance the INS’s relative positioning capability
without incurring additional costs [15]. This enhanced INS,
known as the INS-based Vehicle Dead Reckoning (VDR), still
faces the challenge of error accumulation over time. Although
GNSS is often integrated with VDR to provide continuous and
reliable positioning results in vehicle navigation [15], [16],
alternative means of absolute positioning are necessary when
GNSS signals are blocked.

Magnetic Field Matching (MFM) positioning, as a unique
absolute positioning approach, offers stability and incurs
zero hardware costs [17], [18]. Notably, areas where GNSS
struggles often exhibit prominent magnetic field features. For
instance, tunnels, underpasses, viaducts, and urban canyons
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contain large steel structures that create magnetic anomalies,
resulting in distinctive magnetic fingerprints at each location.
This distinctiveness enables high-precision vehicle positioning
and lane determination through MFM. Moreover, urban areas
with underground railways contribute significant magnetic
field features to the road surface. Conversely, regions with
less pronounced magnetic field features are typically found
on open roads (i.e., open sky), where GNSS observations are
more favorable. Evidently, in complex urban environments,
regions where GNSS performs poorly align with excellent
MFM positioning conditions, while regions with favorable
GNSS performance correspond to poorer MFM positioning
conditions. Additionally, GNSS is well-suited for initiating
MFM, as it requires sequence initialization. All these obser-
vations inspire the realization that magnetic field and GNSS
serve as two sources of positioning information with excellent
complementary properties.

This paper proposes MGINS, an innovative MFM/GNSS/
INS fusion algorithm designed to achieve continuous
lane-level positioning based on low-cost sensors. The magnetic
field plays a key role in determining the lane and the precise
vehicle position in regions with intensive buildings and their
rich magnetic field features. Building upon the GNSS/INS
tight integration algorithm, MGINS effectively harnesses the
complementary characteristics between magnetic field and
GNSS, demonstrating superior performance in complex envi-
ronments. The main contributions of this paper are as follows:

o A lane-level positioning solution is implemented using
MFM/GNSS/INS through a tightly coupled Extended
Kalman Filter (EKF) algorithm. The system effectively
fuses MFM positions, single-frequency BDS/GPS raw
measurements (pseudo-range and Doppler), MEMS IMU
data, and NHC. The system is capable of providing
lane-level positioning using very low-cost sensors and
limited computation load in complex urban environments,
even in challenging areas like viaducts and tunnels,
where GNSS signals are heavily obscured or entirely
unavailable.

o This study proposes a coarse-fine MFM method that
effectively mitigates the matching accuracy degradation
caused by travel distance drift without a wheel odometer.
Meanwhile, this paper performs MFM position updates
in the vehicle frame (v-frame) instead of the navigation
frame (n-frame), which fully leverages MFM’s ability
to distinguish road lanes and enhance the positional
accuracy of the MGINS system.

The remainder of this paper is organized as follows:
Section II reviews related previous works. Section III provides
an overview of MGINS. Section IV and Section V detail the
MFM algorithm and multi-sensor fusion algorithm proposed in
this paper, respectively. Section VI presents the experimental
results and scenario analysis. Finally, we conclude this article
and present future work in Section VII.

II. RELATED WORKS

GNSS is widely used for providing absolute positioning
in outdoor areas and remains the dominant method for auto-
motive navigation systems. Magnetic-field-based positioning
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techniques have reached maturity in applications like air-
borne [19] and underwater [20] positioning, and they have
been extensively used for indoor positioning in recent years
[18], [21], [22]. However, the study of magnetic fields for
vehicle positioning is still relatively rare. This section will
focus on the state-of-the-art in GNSS and MFM for vehicle
positioning.

A. GNSS Positioning

Standard Point Positioning (SPP) services based on GNSS
typically offer a positioning accuracy of 2-10 meters [12], [23],
which is sufficient for distinguishing roads. Therefore, SPP
was initially integrated with commercial road maps for road-
level positioning [24], [25]. In [24], a map matching method
based on the Hidden Markov Model (HMM) for continuous
road-level positioning was proposed. HMM was also employed
for smartphone positioning by [25]. With the growing demand
for lane-level positioning, relying on SPP and road maps
has proven inadequate. Consequently, high-precision GNSS
technologies, such as DGNSS, PPP, and RTK, have been
utilized with lane-level maps to determine the lane [11],
[26]. Although these advanced GNSS positioning techniques
significantly improve accuracy, they still have limitations.
For example, DGNSS and RTK require the deployment of
base stations, while PPP necessitates additional processing.
More importantly, all GNSS methods suffer from accuracy
degradation and failures in dense urban areas.

B. Vehicle MFM Positioning

MFM positioning has been extensively explored in indoor
environments, relying on the distortion of the ambient mag-
netic field caused by steel structures in buildings. This
has inspired researchers to investigate the feasibility of
high-precision MFM positioning for outdoor vehicle applica-
tions. A study conducted real road experiments in 56 tunnels
across two countries over 36 months, achieving positioning
accuracy of around 5 meters inside the tunnels [27]. The
results verified the temporal stability and regional versatility
of magnetic fields within tunnels, supporting the potential
for outdoor MFM positioning. Moreover, various factors that
could affect the MFM positioning of vehicles were evaluated
in [27], including different car types, in-car electronics, and
surrounding vehicles. It was found that only semitrailer trucks
and metal recycling trucks passing a car had an effect on
MFM, which could be easily eliminated by using a sliding
average. All other factors mentioned had negligible impacts
on MFM. This research demonstrates the reliability of mag-
netic fingerprinting for vehicle positioning and highlights its
potential for use in various outdoor areas. Furthermore, other
studies have explored the use of MFM for vehicle location,
such as detecting areas with distinct magnetic field features
to distinguish lanes [28], determining vehicle location at the
road level on multi-layer roads [29], and implementing mag-
netic field fingerprints in smartphone-based vehicle location
systems [30]. However, in areas where magnetic field features
are not significant, these methods prove ineffective.
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C. Integrated Positioning

GNSS is unreliable in complex urban environments due
to its vulnerability. Therefore, to improve the robustness of
positioning and the accuracy of lane identification, dead reck-
oning (DR) based on IMUs or speed sensors is used to assist
GNSS for road-level and lane-level positioning [31], [32]. The
accuracy of integrated vehicle positioning systems may vary
depending on the testing environments and fusion algorithms.
Additional sensors have also been integrated with MFM to
enhance positioning accuracy and robustness. For example,
[33] proposed an odometer-assisted MFM algorithm, achieving
an accuracy of 4.8 meters (20). The odometer was used to
maintain travel distance accuracy, ensuring matching accuracy.
However, this scheme relies on additional sensors not present
on most mobile phones, making it less accessible for mass
users. Additionally, navigation-grade IMU and odometer were
employed for DR to assist MFM in [34]. The integrated
positioning studies mentioned above are either GNSS-based or
magnetic field-based. As for studies on the fusion of magnetic
field and GNSS, [35] utilized observations such as on-board
diagnostic (OBD) wheel speed, vehicle non-holonomic con-
straint, and geomagnetic matching to the GNSS/INS loose
integration to form a multi-source fusion vehicle navigation
system. However, this method requires wheel speed informa-
tion from OBD, and different vehicle manufacturers do not
provide a unified interface. Furthermore, the study did not fully
exploit the magnetic field’s ability to distinguish between lanes
and did not achieve lane-level positioning. In contrast, MGINS
does not rely on any speed sensors and achieves lane-level
positioning in challenging urban environments.

III. MGINS OVERVIEW

The core idea of this work is the development of a lane-level
positioning system designed to adapt to complex urban envi-
ronments by leveraging the complementary properties of the
magnetic field and GNSS. The INS-based VDR provides con-
tinuous, high-frequency autonomous navigation capabilities.
However, VDR is prone to accumulating errors over time,
rendering it unsuitable for long-term use. In areas charac-
terized by distinct magnetic field features, such as tunnels,
underpasses, and densely built urban areas, these features are
harnessed to match the road’s magnetic field map, enabling
lane-level positioning. The position obtained through MFM
serves as a crucial update to correct INS errors. Conversely,
in regions with minimal magnetic field features, like open
roads, GNSS is relied upon to mitigate the divergence of INS
errors and maintain lane-level positioning capabilities.

The block diagram in Figure 1 illustrates the architecture of
MGINS, which utilizes an EKF for multi-source information
fusion. The MGINS system consists of four primary modules:
the VDR module, the MFM module, the GNSS module, and
the lane-determination module. The VDR module and the
GNSS module incorporate the traditional vehicle GNSS/INS
tight integration algorithm. Here the VDR module employs
NHC to enhance the relative positioning performance of
the INS and serves as the foundational module of MGINS,
ensuring continuous availability. The GNSS module utilizes

TABLE I
DESCRIPTION AND DEFINITIONS OF THE COORDINATE SYSTEMS

Symbol  Description Definition

origin: the center of mass of

the vehicle.

z-axis: pointing to the vehicle’s
forward direction.

y-axis: pointing to the right of
the vehicle.

z-axis: completing a right-handed
orthogonal frame.

v-frame The vehicle frame.

origin: the same as b-frame.
z-axis: towards geodetic north.
z-axis: orthogonal to the reference
ellipsoid pointing down.

y-axis: completing a right-handed
orthogonal frame.

The navigation frame (i.e.,

n-frame the local level frame).

The body frame (i.e.,
the coordinate system
of the IMU).

origin: IMU measurement center.
x-axis, y-axis and z-axis:
the IMU’s body axes.

b-frame

pseudorange and Doppler observations to correct INS errors.
Additionally, the GNSS module plays a vital role in initializing
the MFM module in open-sky environments.

The MFM module is the key of MGINS, enabling lane-level
positioning. It achieves this by comparing the current observed
Magnetic Field Strength (MFS) sequence with a small-scale
road magnetic feature map to precisely determine the current
vehicle’s location. To ensure accurate vehicle positioning, this
paper proposes a coarse-fine matching method to deal with the
degradation in matching position accuracy caused by the travel
distance drift of the VDR. Furthermore, to effectively model
the position error during data fusion, this paper proposes
performing position updates in the vehicle frame rather than
the navigation frame, thereby imposing a smaller constraint
variance in the lateral direction and enhancing the localization
performance. The definitions of the main coordinate systems
involved in this paper are listed in Table I.

Since the MFM module cannot differentiate between lanes
in areas with weak magnetic field features, we employ the
lane-determination module to achieve continuous lane identi-
fication. Specifically, we utilize the road magnetic field map
with lane labels as a basic lane-level map, and then project the
estimated vehicle positions onto the nearest lanes to determine
the current lane. Assuming that the candidate lanes, after
trajectory heading filtering, are represented as lane;, r”* denotes
the current estimated vehicle position, and 77, represents the
position of point j on the map of lane;, the distance from
the current vehicle position to lane; can be approximated as
follows:

diane; = min([[r" =7} 1) (1

Subsequently, the lane with the minimum distance is deter-
mined as the final output lane of the MGINS system:

I =arg min(dlanei) 2
1
With the lane determination algorithm clarified, the follow-

ing sections will delve into the methodologies for obtaining
precise vehicle position estimates.
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IV. MAGNETIC FIELD MATCHING ALGORITHM

The feasibility of outdoor magnetic field matching for local-
ization is attributed to the presence of large steel structures
in artificial infrastructures such as tunnels. These structures
induce distortions in the ambient magnetic field, resulting in
distinctive magnetic fingerprints at each location. Magnetic
interference caused by small, moving ferromagnetic objects
can be categorized as static or dynamic. For static magnetic
interference, such as the vehicle’s own metal shell, when
the IMU’s position relative to the vehicle remains relatively
fixed, the impact of the vehicle’s ferromagnetic shell on the
magnetometer can be equated to the magnetometer bias and
eliminated [36]. In the case of dynamic magnetic interference,
such as surrounding moving vehicles, the magnetic interfer-
ence of such a single ferro-object decays rapidly with distance
(theoretically cubic times), and its effect is almost negligible
when the distance is greater than 1 m [37]. In most scenarios,
the distance to the surrounding vehicles is always greater than
1 m for driving safety reasons. The MFM algorithm consists
of two phases: road magnetic field feature map generation and
real-time positioning.

A. Road Magnetic Field Map Generation

The MFM algorithm in this paper operates in the spatial
domain rather than the temporal domain because magnetic
field features are spatially related. The road magnetic field map
proposed in this paper includes lane identification (ID), lane
direction (dir), travel distance (s), magnetic field vector in the
n-frame (m"), and position vector (r"). Lane ID distinguishes
the lanes, while lane direction provides an estimate based on
the vehicle’s heading, reducing the number of lane searches
during real-time positioning. Magnetic field vectors consist
of north, east, and vertical components that are interpolated
based on travel distance to corresponding sampling points.
By correlating magnetic field vectors with position, a road
magnetic field map is generated. The road magnetic field map
is organized as a list of continuous track points, and each point
contains the following information:

Map = {ID, dir, s, ", m"} 3)

MFM S
Lane determination

Pos. % Lane 1
(ID___;____.@____.._ o v R
VDR
Pos., e sl e i e e s e % i i e e e e R Lane 2
Att.

GNSS >

Pos., Vel., Att. Lane ID

Block diagram of magnetic field matching/GNSS/INS tightly coupled integration (MGINS).

The road magnetic field map serves as the founda-
tion for implementing the feature matching algorithm. The
magnetic field map in this study is measured using a smart-
phone magnetometer. Furthermore, there are two essential
points in its generation: vehicle position determination and
magnetometer bias elimination. Vehicle position determina-
tion utilizes a high-precision vehicle integrated positioning
system, specifically a smoothed Post-processed Kinematic
(PPK)/INS/odometer integration method, to achieve position-
ing accuracy better than 1 dm in complex environments.
Magnetometer bias is estimated using the method presented
in [38]. Once the accurate vehicle position is obtained and
the magnetometer’s bias is eliminated, magnetometer mea-
surements can be projected into the north, east, and vertical
directions using the attitude. It is worth noting that the road
magnetic field map is static data that does not need to be
broadcast to the users in real time.

Previous research, such as [27], has verified the feasibility of
vehicle MFM and successfully achieved lane-level localization
in restricted areas such as tunnels. In this study, we compare
magnetic field maps obtained from multiple measurements of
the same lane with those from different lanes to briefly validate
road MFM positioning and assess map accuracy reliability.
Data were collected on Luoyu Road in Wuhan, a typical
urban canyon environment. Fig. 2 (a) illustrates the magnetic
field maps in the vertical direction generated by passing the
same lane three times. It is shown that when passing through
the same lane, the high accuracy of the position leads to
excellent repeatability in the waveforms of the magnetic field
maps produced by three independent measurements. Fig. 2 (b)
displays the waveforms of the magnetic field maps in the ver-
tical direction for three adjacent lanes of the road. Noticeably,
the magnetic field maps exhibit significant differences across
lanes, demonstrating that road magnetic fields can distinguish
lanes and provide localization in complex urban environments.

B. Real-Time Positioning

The vehicle’s absolute position can be determined by com-
paring the current magnetic field sequence with the road
magnetic field map. In the matching session, accurate travel
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% where (571, ﬁlf, 7’11) denotes the travel distance, magnetic field,
- and position of the sequence starting point; d is the spatial
\—3' sampling distance of the magnetic field map; and N denotes
£° the size of the matching sequence. (51 + Nd,ﬁ'l’\, +1»7'1lv +1)
~ -0 20 40 60 80 100 120 140 160 180 200 denotes the travel distance, magnetic field, and position of the
Mileage (m) sequence endpoint.
2, [® : : :
2 Algorithm 1 Coarse Matching Algorithm
g Require:
£ Road magnetic field map M,
S~~~ TN T . .. . -n
0 R P s 100 120 140 160 180 200 Predicted position of the vehicle 7", ' ,
Mileage (m) Observed MFS sequence after resampling {m obs}’
Search radius parameter d,
Fig. 2. (a) Repeatability of magnetic field fingerprints in the same lane. P

(b) Magnetic field fingerprint variations over different lanes.

distance is required when extracting the observed magnetic
field sequence in the spatial domain. However, ensuring travel
distance accuracy is challenging as this algorithm does not rely
on odometers, and GNSS positioning results can be unreliable
in complex scenarios. To address this challenge and consider
efficiency, we employ Fast Dynamic Time Warping (Fast-
DTW) [39] for sequence matching. While Fast-DTW can
compress or stretch sequences to achieve optimal matching,
it does not directly provide the current optimal matching
position (as shown in Fig. 3). Therefore, in this paper, we first
use a longer sequence to determine the lane and rough
position (coarse matching), followed by a shorter sequence
to determine a more accurate position (refined matching),
as depicted in Fig. 3. Complete magnetic field matching
involves three steps: spatial resampling, coarse matching, and
refined matching.

1) Spatial Resampling: As the magnetic field map is based
on the spatial domain, the time series of magnetic field data
needs to be converted into a spatial series and resampled to
align with the magnetic field map’s sample rate. To reduce
the impact of sensor noise, a 2nd order Butterworth low-pass
filter with a cut-off frequency of SHz is applied to the magne-
tometer data, resulting in a smoother magnetic field sequence.
Let {t,mb , v"} represent the smoothed magnetic field and
velocity series in the time domain, where ¢t = (1,12, ..., t)
denotes the time series. m? = (m’l’,mg, ...,mz) represents
the magnetic field series in the body frame (b-frame), and
v' = (rf,r3,...,r}) denotes the velocity series in the n-
frame. By employing (4), the time series can be converted
to a spatial sequence {s, mp, r"*}, where s denotes the travel
distance and r” denotes the position series integrated from the
velocity series.

Sk = Sg—1 + VE It — te—1)
ry=ri_ + vt — tx—1)

“4)

Let the entire sequence of magnetic field and position
after resampling be {E, m" , 7"}, where each element can be
represented as:

§s=(s1,51+d,....,51+ Nd)

—b —b —b —
m =(m1,m2,...,mN+1) (®)]
= (?’f,?ﬁ,...,?’}vﬂ)

Observed MFS sequence std threshold y
Ensure:

Coarse matching position p, Lane ID [
1: if std({mZ. }) > y then
2:  Determine candidate lanes based on 7";

3:  for lane i in M do

4: Calculate the boundary indexes a and b based on F"
and di;
5: repeat

Extract the reference sequence mfef from M;
Calculate dist;;, which is the Fast-DTW similarity
distance between the observed MFS sequence and
the reference sequence with the position index j
on lane i, j € [a, b];

until the window slides to the end

Extract the corresponding position p; on lane i,

pi = argmin(dist;;), j € [a, b];

10:  end for
11:  Extract the output lane ID [/ and the corresponding
position index p, [ = arg min(dist;p,)

1

12: end if

2) Coarse Matching: After obtaining the observed sequence
in standard format, coarse matching can proceed. For vehicles,
the effect caused by ferromagnetic material can usually be
equated to the magnetometer bias, which can be considered a
constant value over a short period of time. Thus, the algorithm
in this paper operates in the b-frame to eliminate the effect
of magnetometer bias. To ensure the stability of matching
results, both the observed MFS sequence and the reference
MES sequence are de-meaned. Since the reference MFS is in
the n-frame, it needs to be projected to the b-frame using the
following equation:

b _ b, .n
Myes = Cnmref (6)

where C? denotes the transformation matrix from the n-frame
to the b-frame, and m’:ef and mi’ef are the magnetic field vectors
before and after projection, respectively. To find the reference
sequence that most closely resembles the current observed
sequence, the similarity distance between the two sequences
needs to be calculated. This paper uses Fast-DTW to calculate
the similarity distance. The cost function of Fast-DTW can be
expressed as follows:

b b
Cost = [[m g, — m |l )

Authorized licensed use limited to: Wuhan University. Downloaded on April 24,2024 at 09:01:22 UTC from IEEE Xplore. Restrictions apply.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS

Coarse matching Refined matching

Reference sequence
Observed sequence

50

C

-50;
S 70 72 74 76 18 80

6
Spatial resampling
- 150
% 100
=
3
100 -
E o
&}
S -100 s
]
0 1 2 3 4 5 6 7 E]
Time(s) ]
E 0
{ b
]
2 100 = 50
=
=3
)
E -100
72}
=
= -100
-150 . .
0 10 20 30 40 50 6 70 80 0 10 20
Travel distance (m)
Fig. 3. Scheme of magnetic field sequence matching.

where m? = (mx, my, m;) denotes the MFS vector in the b-
frame, and the subscripts query and ref denote the observed
sequence and the reference sequence, respectively. The coarse
matching algorithm is shown in Algorithm 1.

3) Refined Matching: Existing MFM algorithms in the
spatial domain typically conclude at the coarse matching step.
However, in this paper, we found that sequence matching
algorithms such as Fast-DTW cannot directly provide the
current optimal matching position in the presence of travel
distance error. To fully exploit the potential of MFM localiza-
tion, we employ a shorter sequence for refined matching to
achieve higher accuracy. The processing procedure is similar
to the previous one, with the main difference being the
use of a shortened sequence length. Additionally, the search
range and the threshold settings are adjusted accordingly to
accommodate the reduced sequence length. The final matching
position of the MFM algorithm in this paper is (r.p)ipge
where pfne can be obtained as:

®)

Pfine = argmin(dist;), j € [a', b']
J

As shown in Fig. 3, while refined matching improves

matching accuracy, the reference and observed sequences are

still not perfectly aligned due to travel distance error. This

problem becomes more evident when the travel distance error

increases or when it is in a region with insignificant magnetic
field features.

V. MULTI-SOURCE FUSION

It is difficult for any single sensor to provide continuous
and reliable localization, so multi-sensor fusion is imperative
to improve localization performance. The fusion algorithm
framework designed in this paper is depicted in Fig. 1.

A. Filter Design

To fuse information from INS, NHC, GNSS, and MFM
positions, a tightly coupled EKF is employed. The system state
vector is comprised of two key components: the INS error state
vector (8xins) and the GNSS clock state vector (x¢jock) [16],
[40]. This can be represented as:

dx;
8 — ms 9
* I:xclocki| ©)

30 40 50 60 70 80
Travel distance (m)

In real-time vehicle positioning scenarios, IMUs (e.g.,
mobile phones) are often not fixed in a specific orientation.
This renders pre-set mounting angles and NHC lever arms
less effective for optimizing NHC performance. To address
this, online estimation is used to automatically calibrate the
IMU mounting angles and NHC lever arms. Consequently,
the state estimation in this paper augments the INS error state
vector dxips with pitch and heading mounting angle errors,
along with the NHC lever arm error (3-D). This results in a
26-D INS error state vector, §xj,s, which can be expressed as:

Sxins = [(8r")" (8v")" @7 by by sy 53 (8y)" (1N
(10)

Here, dr" and §v" represent the position error vector and
velocity error vector in the n-frame, respectively. Additionally,
¢ stands for the attitude error vector, while b, and b, signify
the bias errors of the gyro and accelerometers, respectively.
Moreover, s, and s, correspond to gyro and accelerometer
residual scale factor errors, and §y denotes pitch mounting
angle and heading mounting angle errors. Finally, 81" refers
to the NHC lever arm error (i.e., the lever arm error from
the IMU measurement center to the center of the vehicle’s
rear wheel). The state error model in continuous form can be
expressed as:

[ 67" = —@! x 81" + 80 x v + 8v"
80" = CLofP + CLfP x ¢ — (20, + w),) x 8v"
+v" x (28w}, + 80),) + 8g]
(i} = -] X ¢+ 0! — Cg&of’b
. 1
b,=——>b,+w
8 Ti’g 8 bg (an
I;a = _T_bg + Wpq

f)a

Sg =~ —Sg+ Wy
8
. 1 n
Sq¢ = —7—8 Wiq
T. 8

sa

In the above equations, 40 = [8)\ cos @ 6 A sin<p]T,
where A and ¢ denote the longitude and latitude, respec-
tively; 6\ and 8¢ represent the longitude error and latitude
error, respectively. Cp is the rotation matrix from the
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b-frame to the n-frame, f b denotes the measurements from
the accelerometer, @}, denotes the angular rate of rotation of
the earth in the n-frame, ], represents the angular velocity
of the n-frame with respect to the earth frame (e-frame)
resolved in the n-frame, and ®/, represents the angular rate
of the n-frame relative to the inertial frame (i-frame) in the
n-frame. Furthermore, 8 and 50)5’1, denote the sensor errors
of accelerometer and gyroscope, which include the bias
(bg and b,) and scale factor (s, and s,). Both the bias and
scale factor are modeled as a first-order Gauss-Markov pro-
cess, where T and w are the correlation time and drive noise,
respectively. A comprehensive explanation of the variables can
be found in [40] and [41].

The estimation of the receiver clock error is necessary when
employing tightly coupled integration. In this paper, the GNSS
clock model consists of two parameters: clock error tbias®®
and clock drift (denoted by the superscript sys indicating the
satellite system). The GNSS clock state vector is given by:

NE T
Xclock = [tsb}l/; tdrift] (12)

The clock drift is modeled as a random walk. Consequently,
the GNSS clock state model can be expressed as:

:SyS
[biyas = Idrift + Wo

Tarift = W1 (13)

Here, wg represents the white noise of the clock error, and
w1 signifies the driven white noise of the random walk.

B. Non-Holonomic Constraint

NHC relies on the motion law of land vehicles, which speci-
fies that a vehicle can predominantly move in the longitudinal
direction, while the lateral and vertical velocities are close
to zero. NHC has been demonstrated to significantly enhance
navigation accuracy and improve the performance of an INS,
especially when GNSS signals are obscured. In the v-frame,
when NHC holds, the velocity observation vector 3” can be
expressed as:

=0 0] +e, (14)

Here, &, denotes the observation error, which is determined
empirically. Additionally, the projection of the velocity derived
from the IMU into the v-frame is expressed as:

D) = vV 4+ CUCL8V" — CUCL (" )¢ + CL(I”x)b,

+ (0" x)8y + Ch(wh, x)81° (15)

Here, v} represents the velocity vector derived from inertial
navigation in the v-frame, ,3” denotes the angular velocity
of the b-frame with respect to the n-frame resolved in the b-
frame, and [, represents the NHC lever arm (i.e., the distance
vector from the IMU center to the center of the vehicle’s rear
wheel) in the b-frame. Combining (14) and (15) yields the
following observation equation:

82y = 0" — 9) = —CpCh8v" + CYCL (V" x)p — CL(I” x)8by
— (0" x)8y — Ch(wh, x)81” + &, (16)

It’s worth noting that the algorithm proposed in this paper
does not rely on the odometer. Consequently, the vehicle veloc-
ity constraint observation equation described above exclusively
considers the lateral and vertical components.

C. GNSS Observations Update

The GNSS observations used in this paper consist of
pseudorange and Doppler data. The observation equations are
written as:

5 ; sys
PVA :pi+Ctbias+8P

1
Dﬁ:_xwﬂW—vﬂ+cwm—Cﬁmy+w

a7

Here, P and D are pseudorange and Doppler observations,
respectively, with subscript r indicating the receiver and
superscript s indicating the satellite. p; is the true range,
¢ signifies the speed of light, and A represents the carrier
wavelength. ) = ﬁ signifies the line-of-sight (LOS)
unit vector from the receiver to the satellite, where r* and
r, are the satellite and receiver position vectors, respectively.
tisq 18 the satellite clock drift which can be computed by the
ephemeris. v* and v, denote the satellite and receiver velocity
vectors, and €p and ep represent pseudorange and Doppler
observation errors, respectively. The pseudorange and Doppler
observations derived from inertial navigation can be expressed
as [16] and [40]:

i = p —erdr' — el [(CLIL) X1

' 1.
D} = —X[ej(w — v, —8v()]

r

(18)

In these equations, l}& represents the lever arm from the
IMU center to the GNSS antenna in the b-frame. §vy; repre-
sents the IMU velocity error projected to the GNSS antenna
in the n-frame, and it can be written as:

$v% = 80 — [Co(CH% %) + (Creh, x)1¢

— Cibg — Cidiag(@ly)s,  (19)
Here, C,, and C; can be expressed as:
Cyp = (@}, %) + (@}, %)
C =Chibx) (20)

By combining (17) and (18), we obtain the observation
equation for GNSS as follows:

p =P —pl =ctyn +edr" + e [(CH%)x1p + ep
L 1

=D} = D} = —e}lc tarin + 8v] — [Co(CLI%. %)
+ (Crly x)1¢ — Ciby — Cidiag(@l,)sg1+ep  (21)

In areas with GNSS occlusion or multipath, GNSS obser-
vations are susceptible to anomalies. Using a robust Kalman
filter can mitigate the impact of outliers, thereby enhancing
positioning accuracy and robustness [42], [43]. The Institute
of Geodesy and Geophysics III (IGG III) weight function [43]
is widely used in robust estimation due to its advantages,
including segmentation, continuity, and efficiency. In this
paper, IGG III is employed to construct the covariance matrix
for the Kalman filter.
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Fig. 4. The magnetic field matching position error resolved in vehicle frame
(left) and navigation frame (right), respectively.

D. MFM Position Update

In challenging scenarios such as urban canyons and tunnels,
the magnetic field often exhibits significant features, enabling
MFM localization methods to achieve lane-level localization
capability. To fully exploit the potential of MFM positioning
in the fusion algorithm, a suitable coordinate system needs to
be selected to accurately model the position error of MFM.
Fig.4 illustrates the MFM position error projected to the
v-frame and the n-frame, respectively. The figure reveals that
the planar position error of the MFM primarily manifests as
forward position error in the v-frame, which is not related to
the north and east directions. Therefore, modeling the MFM
position error in the v-frame with separate forward and lateral
observation noise settings is more aligned with its real error
characteristics.

The exact observation vector refers to the difference
between the MFM position and the INS position projected
in the v-frame, i.e.,

2, = CUC28r" + evpm (22)

Here, C} denotes the transformation matrix from b-frame
to v-frame, determined by the pitch and heading mounting
angles of the IMU. eppv denotes the MFM position error.
Ideally, the MFM position error should be adaptive based on
the accuracy of the MFM procedure, but it is currently difficult
to determine its confidence level. Therefore, the MFM position
is modeled as Gaussian white noise with a constant variance,
which is determined empirically. To mitigate the impact of
outliers, a robust strategy is also employed using IGG III.

VI. TEST RESULTS
A. Test Descriptions

To validate the positioning performance of the proposed
MGINS scheme, five field tests were conducted in Wuhan.
These tests covered three different roads, including various
GNSS-challenging environments, such as urban canyons, areas
under viaducts, and tunnels. The total length of the test routes
amounted to 228 km. The test equipment utilized in the exper-
iments included a low-cost GNSS receiver (ublox-F9P) and a
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Fig. 5. Experimental platforms.
TABLE II

PERFORMANCE PARAMETERS OF THE IMU EMBEDDED
IN HUAWEI MATE40 PRO

Performance

Gyroscope bias (deg/h) 200
Angular random walk (deg/~/h) 3

Accelerometer bias (mGal) 1000
Velocity random walk (m/s/vh) 1

Huawei Mate40 Pro mobile phone. The ublox-F9P provided
the single-frequency BDS/GPS pseudorange and Doppler
observations, while the Huawei Mate40 Pro supplied 9-axis
sensor data (gyroscope, accelerometer, and magnetometer).
The ground truth equipment included a navigation-grade IMU
(LD-A15, Leador Spatial Information Technology Co., Ltd.,
China), a professional receiver (Panda, PANDA Space Time
Technology Co., Ltd., China), and an odometer. The reference
data was achieved through a smoothed PPK/INS/odometer
integration method, providing position accuracy ranging from
centimeters to a decimeter. The experimental devices and
platform are shown in Fig. 5. The ublox-F9P is integrated
into the INS-Probe module named H12, which was developed
by the Navigation Group, GNSS Research Center, Wuhan
University. The odometer was mounted on the left rear wheel
of the vehicle, while the mobile phone was mounted in the
middle of the vehicle to reduce the impact of electromagnetic
interference generated by the engine at the front of the vehicle.
Other devices not identified in the figure are not relevant to
this paper. The IMU performance parameters of the Huawei
Mate40 Pro used in the tests are presented in Table II.
Detailed information of five tests is provided in Table III.
Prior to conducting the tests, the road magnetic field maps for
the three roads were established through PPK/INS/odometer
processing, ensuring the position accuracy was better than one
decimeter. In addition, road magnetic field maps were mea-
sured by smartphone magnetometer. The time span between
map collection and tests ranged from one day to more than
two months. The resolution of the magnetic feature maps
is set to 0.5 meters. Fig. 6 shows the three roads where
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TABLE III
DETAILED INFORMATION OF FIVE TESTS

. = Time span Average speed Travel distance

Test Road  Scenarios (day) (m/s) (km)
1 A a, ¢ 67 20.5 19.9
2 B a, b, c,d e 2 21.5 384
3 B a,b,cde 2 20.6 38.4
4 C c,d, e 1 50.3 65.9
5 C c,d e 1 47.0 65.8
Total ~228

* . .
a, urban canyon; b, tunnel; ¢, under a viaduct; d, on a viaduct; e, open
road.

TABLE IV
CONDITION SETTINGS OF MFM-1, MFM-2, AND MFM-3

Algorithms  Matching Methods Magnetometer Bias Elimination
MFM-1 Coarse Matching Differential MFS in the b-frame
MFM-2  Coarse-fine Matching Differential MFES in the n-frame

MFM-3  Coarse-fine Matching Differential MFS in the b-frame

the tests were conducted, with the blue lines indicating the
test tracks. Embedded within the figure are photographs of
the surroundings taken along the route. During the tests, the
vehicle circled normally along the test roads without deliberate
lane changes. Each road consisted of 1-3 lanes. Road A,
situated on Luoyu Road, represents a typical urban canyon
environment, characterized by high buildings on both sides
of the road. Road B, located on Wuluo Road, is the typical
challenging environment for GNSS, encompassing the Fruit
Lake Tunnel, areas under the viaduct, regions flanked by
high buildings, and normal open roads. Road C is situated
on the Guanggu Avenue Viaduct, encompassing both open
viaduct roads and heavily obscured underpasses. Five tests
were carried out as follows: Test 1 on Road A, Test 2 and 3 on
Road B, and Test 4 and 5 on Road C. Additionally, Tests 1,
2, and 3 experienced traffic jams, while Tests 4 and 5 saw
smoother vehicle travel conditions.

B. MFM Positioning Performance

This section is dedicated to evaluating and comparing the
performance of the MFM algorithms. We have chosen Test 5
as the evaluation dataset due to the rich magnetic field features
along the viaduct road. The MFM is initialized by GNSS in
open-sky. The condition settings of the MFM algorithms to be
compared are given in Table IV. Specifically, MFM-3 repre-
sents the complete MFM algorithm as described in Section IV.
In contrast, MFM-1 and MFM-2 are its simplified versions.
In comparison to MFM-3, MFM-1 simplifies the matching
algorithm to coarse matching. On the other hand, MFM-2 uses
the differential MFS in the n-frame to eliminate the effect of
magnetometer bias. These variations in the MFM algorithms
will be assessed to evaluate their impact on positioning per-
formance in Test 5.

Table V provides the matching position errors (CDF68
and CDF95) for three MFM algorithms, and the Probability
Density Function (PDF) curves corresponding to the forward
and lateral position errors are illustrated in Fig. 4. Table VI

Fig. 6. Test trajectory (from Google Earth) and environment on three roads.

describes how the metrics involved in this paper are defined.
It is worth mentioning that Cumulative Distribution Function
(CDF) is the integral of PDF.

Since the algorithm in this paper does not rely on the
odometer, achieving a stable and continuous position update
can be challenging, especially when significant magnetic
field features are not consistently available in real-world
environments. Consequently, eliminating travel distance error
becomes a complex task. A large travel distance error can
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TABLE V
POSITION ERRORS OF MFM-1, MFM-2, MFM-3

Position error (m)

Methods CDF68 CDF95

Forward Lateral Vertical Forward Lateral Vertical
MFM-1 130 0.37 030  876.27° 8433" 3227
MFM-2 0.61 0.23 0.23 1.24 0.75 0.40
MFM-3 0.61 0.23 0.22 1.21 0.74 0.40

* denotes the matching results diverge due to travel distance drift.

—&—MFM-1
—6—MFM-2
—e— MFM-3

—&— MFM-1

Probability
=
n
Probability

0 1 2 3 4 5 0 0.5 1 15 2
Forward error (m) Lateral error (m)

Fig. 7. Probability density function curves of positioning errors for three
magnetic field matching methods.

TABLE VI
PERFORMANCE EVALUATION METRICS DEFINITIONS

Metric Descriptions
MAX Ma).u.mu.m of the absolute value of the
positioning error.
Positioning error value corresponding to the
CDF68 cumulative distribution function with 68%
in one test.
Positioning error value corresponding to the
CDF95 cumulative distribution function with 95%

in one test.

Lane-determination  Proportion of epochs with correct lane-

accuracy determination.
Forward/Lateral/  The forward, lateral and vertical directions
Vertical position  of the positioning errors resolved in the
error vehicle frame, respectively.

lead to significant position errors, ultimately causing filter
divergence and rendering the travel distance drift completely
uncontrollable. This is the reason for the failure of the MFM-1
method in the latter part of the evaluation. In contrast, the
coarse-fine matching method is more effective in mitigating
position errors caused by travel distance error. It can provide
stable and accurate position observations, resulting in higher
accuracy and robustness.

Comparing MFM-2 and MFM-3, it can be found that the
effect of magnetometer bias can also be effectively eliminated
using differential MFS in the n-frame (MFM-2) as well as in
the b-frame (MFM-3), which is quite different from the con-
clusion in our previously published work on pedestrian MFM
positioning [44]. This is primarily because, for the majority
of the test duration, the vehicle’s attitude changes are minimal
within the length of the matching window (80 meters in this
study). Consequently, the magnetometer bias has little impact
on the MFM-2 method during most of the test. However, it is
worth noting that when the magnetometer attitude fluctuates
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Fig. 8.  Probability density function curves of positioning errors for five

positioning schemes over 5 tests. The left and right figures represent the
forward and lateral positional error respectively.

significantly within the length of the matching window, the
differential MFS in the n-frame (MFM-2) cannot completely
eliminate the effect of magnetometer bias anymore. In contrast,
the differential MFS in the b-frame (MFM-3) used in this
paper remains unaffected.

C. Multi-Source Fusion Positioning Performance

This section focuses on evaluating the positioning accuracy
of the five schemes, with the magnetic field-based schemes
using the MFM-3 algorithm discussed in the previous section:

« ublox, which gives SPP results based on dual-frequency

observations directly provided by the commercial receiver
ublox-F9P.

« MINS, initialized by GNSS alone, with subsequent

INS error correction using MFM positions and NHC,
as described in Sections V-B and V-D.
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TABLE VII
PERFORMANCE STATISTICS OF UBLOX, MINS, GINS, MGINS-1 AND MGINS-2 IN 5 TESTS

Position error (m)

Lane-determination

Scheme Test MAX CDF68 CDF95 accuracy (%)
Forward Lateral Vertical Forward Lateral Vertical Forward Lateral Vertical
1 8.08 8.52 16.11 1.59 6.63 9.87 4.49 7.92 13.04 75.00
2 924.16  1253.67 106.52 3.14 2.03 5.83 54.40 19.22 13.87 66.00
ublox 3 877.13 51833  293.17 6.78 3.66 13.17 73.88 25.66 40.59 61.53
4 14.16 12.68 18.28 7.19 6.09 10.06 9.07 7.29 12.92 67.91
5 9.58 9.10 11.93 3.58 3.67 8.04 5.26 4.89 9.78 30.01
Mean 366.62 360.46 89.20 4.46 4.42 9.39 29.42 13.00 18.04 60.09
1 14.71 17.78 3.28 1.13 0.32 0.21 3.28 2.61 0.70 92.78
27 321098 3087.09 333.19 2708.36 723.80 165.44 3022.34 2040.65 234.59 1.97
MINS 37 782.64  786.23 24270 117.13 488.16 14552 287.76  587.58  192.92 14.24
4 56.97 15.46 5.34 0.60 0.27 0.34 1.28 0.74 0.76 96.14
5 6.68 2.61 2.00 0.64 0.26 0.32 1.30 0.72 0.64 96.27
Mean 814.40 781.83 117.30 565.57 242.56 62.37 663.19  526.46 85.92 60.28
1 5.89 5.87 13.12 1.76 3.69 3.87 3.38 4.72 10.16 76.98
2 108.79 62.28 20.46 3.32 2.24 3.57 52.47 19.25 10.67 61.47
GINS 3 88.52 48.12 22.66 4.61 3.14 4.33 30.95 2491 11.17 66.06
4 6.75 7.50 8.80 2.71 2.25 4.00 3.96 3.21 5.89 72.34
5 8.96 8.83 6.16 1.28 1.30 2.38 2.64 2.32 3.96 84.16
Mean 43.78 26.52 14.24 2.74 2.52 3.63 18.68 10.88 8.37 72.20
1 2.09 4.00 1.80 0.43 0.83 0.27 1.06 1.56 0.70 94.42
2 9.74 4.58 1.88 1.27 0.83 0.34 2.76 241 091 88.31
MGINS-1 3 18.65 5.49 2.13 1.02 0.67 0.33 4.57 1.90 0.80 90.25
4 3.92 2.81 2.01 0.84 0.56 0.40 1.60 1.02 1.03 97.28
5 5.55 2.70 242 0.62 0.40 0.53 1.28 1.03 0.97 96.38
Mean 7.99 3.92 2.05 0.84 0.66 0.37 2.25 1.58 0.88 93.33
1 2.05 3.24 2.97 0.43 0.38 0.29 0.98 1.09 0.70 95.90
2 11.72 4.11 1.87 1.38 0.43 0.34 2.44 1.94 0.91 91.64
MGINS-2 3 20.56 3.58 2.11 1.08 041 0.33 4.22 1.27 0.74 91.64
4 3.94 2.23 2.02 0.80 0.25 0.41 1.57 0.55 1.03 97.68
5 5.68 2.13 241 0.62 0.23 0.54 1.25 0.59 0.98 96.47
Mean 8.79 3.06 2.28 0.86 0.34 0.38 2.09 1.09 0.87 94.67

" denotes the MINS scheme diverges, leading to VDR standalone solution in these tests.

o GINS, which utilizes single-frequency BDS/GPS raw
measurements (pseudorange and Doppler) along with
NHC to correct INS errors, as described in Sections V-B
and V-C.

« MGINS, the algorithm proposed in this paper, which
fuses NHC, single-frequency BDS/GPS raw measure-
ments (pseudorange and Doppler), and MFM position
observations using the method described in Section V.
To assess the impact of the v-frame-based position
updates proposed in this paper, the MGINS scheme was
further divided into MGINS-1 and MGINS-2, whose
difference lies in the choice of coordinate frame for
position updates: MGINS-1 employs the n-frame, while
MGINS-2 utilizes the v-frame.

To quantitatively evaluate the lane-level positioning perfor-
mance of various positioning schemes, we apply the identical
lane determination method used in the MGINS scheme to
acquire lane labels for the other positioning schemes. Lane
label truths are derived by associating position truths with
lane maps (road magnetic field maps). Subsequently, these
truths are compared with the observed lane labels to determine
the accuracy of lane identification. Unmapped areas, such
as intersections, are excluded from the lane determination
accuracy calculations.

Figure 8 illustrates the probility density function of the
forward and lateral positioning errors for the five schemes
across five tests, respectively. Table VII provides information
on the MAX, CDF68, CDF95, and lane-determination accu-
racy for the five schemes across the five tests. The results
indicate that the average lane-determination accuracy for the
ublox, MINS, GINS, MGINS-1, and MGINS-2 solutions are
60.09%, 60.28%, 72.20%, 93.33%, and 94.67%, respectively.
Among these, MGINS-2 consistently achieves over 90% lane-
determination success rate in all five tests. The mean CDF95
position errors for MGINS-2 are 2.09 m, 1.09 m, and 0.87 m
in the forward, lateral, and vertical directions, respectively.
A comparison of the statistical results for the five schemes
yields the following insights:

1) Comparison of MGINS-2, ublox, and GINS Schemes:
With the addition of INS and NHC, GINS outperforms ublox
in GNSS-denied road sections such as tunnels (Tests 2 and
3), reducing the maximum error from around 1 km to around
100 m. Over the five tests, MGINS-2 outperforms GINS in
almost all evaluation metrics. This improvement is attributed
to the utilization of the magnetic field, which provides accurate
lane constraints for the vehicle’s lateral position and offers
higher accuracy in forward position constraints based on the
coarse-fine matching method proposed in this paper.
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Fig. 9. Analysis of five positioning schemes in Test 3. The red shaded area represents passing through tunnels, the yellow shaded area represents passing

under viaducts, the green shaded area indicates passing through a normal open road, and the rest of the area represents the other sections of the road, such as
urban canyons marked with blue. (a) The number of satellites. (b) The magnetic field strength sequence measured by smartphones. (c) The forward error of
five schemes. (d) The lateral error of five schemes. (e) The lane-level positioning flag of MGINS-2: 1 indicates successful lane-determination, and 0 means

failure.

2) Comparison of MGINS-2 and MINS Schemes: In Road
A (Test 1) and Road C (Test 4 and Test 5), both MINS and
MGINS-2 show stable positioning performance, primarily due
to the consistent presence of significant magnetic field features
in these tests. For example, Road C is a viaduct with sub-
stantial steel materials, resulting in prominent magnetic field
features. Consequently, both MINS and MGINS-2 achieve
more than 95% lane-determination accuracy on this road.
In Road B (Test 2 and Test 3), MGINS-2 shows significant
improvement over MINS in all evaluation metrics. MGINS-2
demonstrates higher positioning accuracy compared to MINS,
mainly for the following reasons:

o In areas with weak magnetic field features, the MINS
matching position errors could increase, and the MINS
scheme might even fail, while MGINS-2 utilizes GNSS
to ensure positioning accuracy in these regions.

« GNSS provides velocity constraints on open roads, ensur-
ing travel distance accuracy and yielding more precise
MFM positions.

« Since the road magnetic field map does not cover inter-
sections, MINS automatically degrades to a VDR scheme
once reaching the end of the road until an effective MFM
position update is regained. In contrast, MGINS-2 uses
GNSS to correct INS errors in these unmapped areas.

3) Comparison of MGINS-2 and MGINS-1 Schemes: The
results indicates that the MGINS-2 scheme exhibits improved
lateral position accuracy compared to the MGINS-1 scheme,
with no significant change in forward and vertical position
accuracy. Specifically, the mean CDF68 lateral position error
decreases from 0.66 m to 0.34 m, and the mean CDF95 lateral

position error decreases from 1.58 m to 1.09 m. This improve-
ment can be attributed to the fact that the error characteristics
of the MFM are primarily associated with the v-frame rather
than the n-frame. Consequently, performing position updates
in the v-frame allows for a more precise modeling of position
errors, thereby improving lateral positioning accuracy.

D. Scenario Analysis

This section selects Test 3 as a representative case for a
comprehensive comparison and analysis of the performance
of the five positioning schemes. Fig. 9 provides a compre-
hensive overview of Test 3, including the number of visible
satellites from the ublox-FOP receiver, the magnetic field
sequences measured by smartphones, the forward position
error sequences, the lateral position error sequences, and the
lane-level positioning flag for the MGINS-2 scheme. Different
road sections, such as tunnels, under-viaducts, normal open
roads, and others, are color-marked for clarity. To eliminate
the effects of velocity, the information in Fig. 9 has been
transformed into a function of travel distance rather than time.
Fig. 10 displays the trajectories of the five schemes in Test 3.

Based on the data presented in Fig. 9 and Fig. 10, MGINS-2
demonstrates clear advantages over the other four schemes.
The ublox scheme experiences significant accuracy degrada-
tion, and in challenging urban environments such as tunnels
and under-viaduct roads, it can become almost unusable due to
GNSS limitations. This highlights the vulnerability of GNSS
in complex urban settings. Compared to ublox, GINS is able to
provide continuous and stable positioning. However, in areas
where GNSS is unavailable (e.g., tunnels), GINS degrades
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Fig. 10. Trajectory comparison of Test 3. (a) Inside the tunnel. (b) Under
the viaduct.

to a VDR solution, which suffers from error accumulation
and can’t meet lane-level positioning requirements. The MINS
scheme initially achieves accurate positioning using the MFM
algorithm when strong magnetic field features were present.
However, in prolonged sections with weak magnetic field
features, the MFM position error increases, leading to a degra-
dation in travel distance accuracy, resulting in the trajectory
deviating from the road.

Fig. 11 provides specific details of tunnel, under-viaduct,
and open road sections extracted from Fig. 9. The following
information can be obtained:

1) Tunnel Scenario: In the tunnel scenario (Fig. 11 (a)),
the number of visible satellites is nearly zero. Therefore,
in tunnels, the MGINS scheme is almost equivalent to the
MINS scheme, relying on rich magnetic field features to obtain
continuous and accurate position updates.

2) Under-Viaduct Scenario: In the under-viaduct scenario
(Fig. 11 (b)), significant magnetic field features are present,
and the number of visible satellites is around 5-10, with many
gross errors. Both ublox and GINS are notably affected by
this condition, resulting in position errors of 20-30 meters.
It remains challenging for us to completely eliminate the
impact of gross GNSS errors in such scenarios. Consequently,
the MGINS-2 scheme was also influenced by GNSS outliers
at times, leading to a maximum position error of around
20 meters.

3) Normal Open Road Scenario: In the normal open road
scenario (Fig. 11 (c)), the magnetic field features are weak,
and the differences in magnetic field features between lanes
are not distinct enough, leading to more lane misclassifi-
cations compared to the tunnel scenario. Consequently, the
lane-determination accuracy decreases. However, despite the
weak magnetic field features in this road section, the GNSS
observation conditions are good, ensuring both positioning and
travel distance accuracy. Therefore, even with a small number
of magnetic field features, the MGINS-2 scheme can still fully
utilize them to achieve lane-level positioning in most areas.
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Fig. 11. (a) Tunnel Scenario. (b) Under Viaduct Scenario. (c) Normal Open
Road Scenario.

In summary, GNSS and magnetic field features demonstrate
significant complementarity in complex urban environments.
However, the impact of GNSS gross errors under the viaduct
and the weak magnetic field features of the normal open road

may lead to some degradation on the accuracy of the MGINS-2
scheme.

VII. CONCLUSION AND FUTURE WORK

This study presents a lane-level localization system that
integrates magnetic field matching (MFM), GNSS, and INS
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for challenging urban environments. It delivers lane-level
positioning accuracy through MFM in GNSS-challenging sce-
narios like tunnels and under viaducts and maintains lane-level
positioning accuracy through GNSS and NHC in open road
scenarios. To enhance the positioning accuracy and robustness
of the proposed MGINS, the following optimizations are
implemented in this paper:

o To address the issue of matching accuracy degradation
caused by the travel distance drift of the INS (i.e. VDR)
trajectory, a coarse-fine matching method is proposed.
Experimental results demonstrate that the CDF68 position
errors of MFM in this paper reach 0.61 m, 0.23 m, and
0.22 m in the forward, lateral, and vertical directions,
respectively, representing error reductions of 53%, 38%,
and 27% compared to the coarse matching method.

o To accurately model the MFM position error in the
integrated positioning algorithm, this paper proposes per-
forming MFM position updates in the v-frame instead
of the n-frame. Experimental results showed that this
approach reduces the mean lateral CDF68 position error
from 0.66 m to 0.34 m.

Five tests were conducted to evaluate the accuracy of the
proposed MGINS. In comparison to peer solutions, includ-
ing ublox, MFM/INS (MINS), and GNSS/INS (GINS), the
MGINS scheme demonstrates significant advantages, achiev-
ing the highest positioning accuracy and the best robustness.
The mean CDF95 position errors in the forward, lateral, and
down directions are 2.09 m, 1.09 m, and 0.87 m, respectively,
with a mean lane-determination accuracy of 94.67%. Further-
more, a comprehensive test, including different scenarios (e.g.,
tunnels, under-viaducts, and ordinary roads), is investigated in
detail, and the factors affecting the positioning accuracy of
MGINS are discussed comprehensively.

The magnetic field map serves as the foundation for the pro-
posed feature matching algorithm, and future research should
focus on obtaining the magnetic field map more efficiently and
cost-effectively, such as through crowdsourcing. Moreover,
since not all regions have sufficient magnetic field features,
the matching window length of the MFM algorithm should
adapt to the distribution of the magnetic field in the region.
Additionally, some measures should be taken to detect the
gross errors of MFM and GNSS, further enhancing positioning
accuracy and robustness.
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